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Abstract 

Many real-world applications face an uncanny predicament of 

uncertainty plaguing the available knowledge.In the normal 

run of things, some uncertainties arise due to the prevalence 

of incorrect measurements and inaccurate decision-making, 

resulting in unreliable data transmission and data 

storage.Furthermore, the inevitable randomization that occurs 

during the physical data generation and gathering process 

contributes to the aforementioned issue.However, data 

imperfection issues create lots of trouble for people while 

working on real-world data wherein data insufficiency 

emerges as the primary source of trouble. Invalid approaches 

to handle missing data results in biased outcomes, over- 

confident intervals, and inaccurate inferences. In recent times, 

multiple imputation has emerged as a potential alternative to 

the traditional approaches in missing data analysis. This paper 

proposes a missing data imputation method i.e., Multiple 

Imputation–Penalized Optimization Algorithm(MIPOA). By 

removing the missing-valued items, it first divides the non- 

missing data instances into various clusters. The entropy of 

the proximal category is then used to calculate the similarity 

metric for each incomplete instance using gray relational 

analysis.Our algorithm is superior to previous approaches in 

terms of validity, according to experiments on UCI datasets. 

Keywords: Missing Data, Uncertainty, Grey Sets, Clustering, 

and Multiple Imputation. 
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1. INTRODUCTION 

The available knowledge tends to be uncertain in many real applications. Measurement and 

decision errors, inaccurate data transmission and data storage, as well as the random nature of 

data generation and gathering, may lead to such uncertainty. There are many faces for 

uncertainty i.e., inconsistency, imprecision, ambiguity, incompleteness, vagueness, 

unpredictability, noise, unreliability etc. It is significant to handle the uncertainty in various 

data mining applications to achieve acceptable results [1][2].Even when faced with 

uncertainty, human professionals are usually able to come at reasonable conclusions about 

their work.There are many ways to deal with uncertainty, including rough set theory, fuzzy 

set theory, evidence theory, Bayesian theory, statistical functions, and the certainty factor 

[9].But all these theories have some advantages and disadvantages[21-23]. These theories are 

somehow valid for some specific purpose only i.e., each technique is applicable to a 

particular problem only. As a result, a hybrid strategy must be developed that incorporates 

two or more theories.Shortcomings in individual theories can be mitigated by integrating 

various methods. 

 
1.1. IMPERFECT INFORMATION SYSTEM 

An incomplete information system is one that contains missing values. Objects in incomplete 

information systems, such as Table.1 [8], may have numerous unknown attribute values. 

Unknown values are denoted by special symbol “ * ”. In an imperfect information system 

I=(U,A) , let tx  V be the ith set of overall s possible value sets of x on a andpx >0 be 
a,i a a,i 

its   probability.   Then   the   pair  T
x  
,P

x   ,where  Tx tx  |1  i  s ,  Px px  | px  =1
a a a a,i a a,i i     a,i 

,represents imperfect values of object x and a In the above, tx  are not necessarily be 

mutually disjoint[7]. When any set of possible values is a singleton i.e.,|tx |=1 ., the value is 

unclear. [11] Some sorts of missing values have a predetermined probability distribution that 

could be considered uncertainty[11]. 

 
Table1Incomplete Information System 

U A1 A2 A3 A4 

x1 H Y Y Y 

x2 M Y  

x3   Y Y 

x4 H  N N 

x5 L Y  

x6  N N N 

Note: H-High, M-Medium, L-Low; Y-Yes, N-No ;”*” represents Missing Data 

When there is just one set of several possible values and the probability of this set is likewise 

one, a value is imprecise, formally|Tx|=1 , px =1 . Two extreme types of imprecision are an 
a a,1 

exact value and a missing value with no pre-defined probability distribution [10].An exact 
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ij ij 

value can only be found in a singleton set i.e., |tx |=1 [4][5]. Imprecise information could be 

viewed as missing values without pre-defined probability distribution if the attribute domain 

contains the whole set of possible values that tx =V . Some attribute values are frequently 
a,1 a 

missing or partial in real-world data sets.Any of the following are possible explanations for 

such an occurrence: i) The value is not applicable in this situation,ii) was not recorded when 

the data was taken, or is not specified by users due to privacy concerns in the third 

case.Problems arise when missing values are present, including decreased efficacy, the 

difficulty of the system to process data with missing values, and biasing of the results in 

comparison to the original dataset. Prior to selecting an algorithm, it is important to evaluate 

the type of missing values in a dataset. 

 
1.2. CATEGORIES OF MISSING VALUES 

Classifying missing data into ignorable or non-ignored categories. In this scenario, the 

probability of missing data is based solely on the seen data, not the missing data itself. Non- 

ignorable, the probability of missing data depends on the absence of data, not on the presence 

of data [13]. Let X  (x ) : (n  k) rectangular data set without missing values. If M= m 
then mij =1 if xij is missing and mij =0 if xij 

is present. Further in line to ignorable and non- 

ignorable missing data mechanisms classified into three types MCAR, MAR and NMAR [8]. 
 
 

Figure 1 Classification of Missing Data 

 
 Missing Completely at  Random (MCAR): Missingness mechanism independent of the 

values of the data X (Missing- Xmiss - or Observed- Xobs )[5]. 

 Missing at Random (MAR): Missingness mechanism depends only on Xobs , not on Xmiss 

 Not Missing at Random (NMAR): Missingness mechanism depends on Xmiss [6]. 

Various techniques are available for treating missing data; a few techniques are described 

below [3]. Missing data treatment techniques can be classified into three classes, Traditional 

Approaches and Modern Approaches as shown in Fig.2. 

http://philstat.org.ph/


Mathematical Statistician and Engineering Applications 

ISSN: 2326-9865 

255 Vol. 71 No. 3 (2022) 

http://philstat.org.ph 

 

 

miss 1 2 n 

 

 

Figure 2 Methods for Handling Missing Data 

 
The presence of incomplete data might potentially cause major issues for researchers. In fact, 

the treatment of missing data in data analysis can lead to bias and confusing results from a 

research study, as well as limiting the generalizability of the research findings [5]. Missing 

data in DM typically causes three types of issues: 

• Loss of efficiency. 

• Difficulty in processing and analysing data. 

• Inequity stemming from discrepancies between missing and comprehensive data. 

The rest of the paper is described in the various sections which includes, The Methods and 

Materials is covered in Section 2. The proposed method is shown in Section 3. The results 

and evaluation is shown in Section 4. The study conclusion is described in Section 5. 

 
2. Methods and Materials 

In this study, data imputation is presented as a problem of filling in the gaps in a data 

set that would otherwise be meaningless by using statistical methods. (a) using binary data to 

estimate missing values. (b)GRA is based on attributes rather than specific instances. (c) 

Instead of merging instances, merge attributes. (d) After each missing attribute element is 

imputed.Next time we will utilise the new imputation result (imputation by PA) instead of the 

mean to determine the missing values of a given attribute for the reminders. [14] 

Let Xmiss   denote an incomplete dataset with n attribute X =x ,x ,...,x  and k 

instances. Foreach elements of incomplete dataset are defined by Mij (i=1,2,3,...,k;j=1,2,...,n) , 

It is divided into two parts:  M  =mobs ,mmisswhere  mobs 
are the observed values and  m

miss

 

ij ij ij ij ij 

where are the missing values [15]. 

m m .. m 

 
11 12 1n 




M= 
m21 m22 .. m2n 
 : : .. :   
 
mk1 

mk2 .. mkn 
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n 

j=1 

2 

x -x j 



nK 

In the case of an incomplete dataset Xmiss , a binary matrix R is constructed by converting 

each seen value X to one and each missing value mmiss 
to zero. When this binary matrix 

miss ij 

has the same number of rows and columns as the data matrix M , it is referred to as a matrix 

of missing data indications. 

 

 

 
For example: 

1 if mij   is observed 
Rij  

0 if mij   is missing 

 
2 * 4 1 0 1
   

M= * 7 8 R= 0 1 1

9 * *  1 0 0

After Enhanced Fuzzy C-Means has allocated a new attribute to the nearest cluster each time 

(EFCM). Lastly, a single instance was added to the binary matrix and referred to as class 

(target):  Rij = rij   it  is  linked  to  the  cluster's  data  matrix.  The  Enhanced  Fuzzy  C-Means 

(EFCM) starts as follows: 

 
2.1. CLUSTERING STRATEGY 

A better goal function is necessary to produce more accurate clustering results. Enhanced 

Fuzzy C-Means (EFCM), which considerably increases FCM performance by parameter ф 

learning using a prototype. 

 

During each iteration of the learning process ф , the strength of the exponential separation 

between clusters is adjusted.[17] It is possible to calculate the parameter ф as follows: 

 v -v 
2 

ф=exp - min    i k  (1) 
 ik β 
 

As a sample variance, the β is normalized term in the preceding equation is used. According 

to β and ф defined by: 

 
β= where x= 

n 

 

n 

j=1 

n 

x 
j 
(2) 

It is critical to note that the same value is utilized by all of the data in each iteration, because 

otherwise an error [18] may occur if the parameter is not modified.In order to replace the 

common value, a new parameter is introduced, such as adding a weight to each vector or to 

each dataset point in respect to each cluster.As a result, this weight allows for more accurate 

categorization, which is particularly useful when dealing with noisy data. The weight is 

calculated using the following equation [19]. 
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2 

xj -vi 



J =(u w d (x ,v )+t w d (x ,v )) (4) 

 (u w +t w ) 

 
 

Wij =exp - 


n
  

xj -vi 
 (3) 

2  *c/n 

  j=1  



(3) Wij Denotes the point's weight j in relation to the class i . The fuzzy and typical partitions 

are modified using this weight.Both of the following expressions appear in the objective 

function and are related to one another: There are two forms of probabilistic functions: the 

fuzzy function, which employs a fuzziness weighting exponent, and the possibilistic function, 

which employs a conventional weighing exponent. The fuzzy function is the more common 

type of probabilistic function.There is no need to use such coefficients in the objective 

function as exhibitors of membership or typicality in the objective function because those 

coefficients only appear in the objective function as exhibitors of membership and 

typicality.It is established that when the tendency is toward 1, a new and slightly different 

relationship is established, which allows for a more rapid decline of the function while 

simultaneously increasing the membership and typicality, and that when the tendency is 

toward 0, a more rapid decline of the function while simultaneously increasing the 

membership and typicality are established.For the purposes of this relationship, it is necessary 

to include the Weighting exponent as a distance exhibitor in the two objective functions under 

consideration. The following are the terminologies that can be used to express the EFPCM's 

aim function: 

 
c n 

m m    2m η η   2η 
EFPCM  ij ij j i ij ij j i 

i=1 j=1 

U={uij } represents a fuzzy partition matrix, is defined as: 

 n  d2 (x ,v ) 


2m/(m-1) 
-1 

u =  j i    (5) 
ij     d2 (x ,v )  

 
k=1  j k     

T={tij } represents a typical partition matrix, is defined as: 
2η/(η-1)   

-1
  n    d2 (x ,v )  

t =  j i    (6) 
ij     d2 (x ,v )  

 
k=1  j k     

V={vij } represents c centers of the clusters, is defined as: 


n    

(umwm +tηwη ) 
v  = j=1 ij ij ij ij (7) 

i n 

j=1 

m m η η 

ik ji ik ij 

The process would be terminated as soon as the number of clusters reached the predetermined 

threshold. 
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2.2. IMPUTATION STRATEGY 

When it comes to imputation, the process begins as follows: After classifying each instance, 

calculate the expected information (entropy). 

 

Let’s consider the following probability distribution P=(p1 ,p2 ,...,pv ) and a dataset D and 

define the information carried by the distribution otherwise known as the entropy of P 

Entropy(m )=-
v

 p log (p ) (8) 
j 

Where pi is the likelihood of event occurring 

n is number of records 

v is number of clusters (v  2) 

Information needed after split n due to j 

i=1 i 2 i 

 
 v |D| |D|

E-split=Exp
 j   

log2 
 j 


 *Entropy(mj ) (9)  

j=1 |D| |D|
 

The coefficient of difference for the fth 

tf =1-If ; f-1,2, .. ,n 

records is calculated in the following step. 

th 

Contrast intensity is applied to the corresponding parameter tf   , f . The more meaningful an t 

expression is, the greater its worth.Then calculate the fth copy's coefficient of weight. 

 

w  = 
t

f
 (10) 

f n 

f=1  f 

In the first imputation, the mean mode substitution (MMS) is used to replace missing data. 

An easy-to-understand method would only work if the data was already divided. Then, 

estimate the missing value attributed to 

 

Xmiss =
n w xmiss (11) 

ij q=1,q¹j q   iq 

 

Modified Mean Imputation(MMI) can be used to fill in the gaps in attributes that are missing 

. Here's a description of the MMI methods: 

 
2.3. MODIFIED MEAN IMPUTATION (MMI) 

Mean value substitution is used in the beginning of this algorithm. The algorithm, assuming 

the original values are erroneous, recalculates the new values based on the Euclidean distance 

between the missing value records and the remaining records. [20] The records with the 

shortest Euclidean distance from the missing value record were omitted from the mean value 

computation. 

f 
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Algorithm: Modified Mean Imputation (MMI) 

1. Begin 

2. For i=1:n 

3. X  M  X //where is the column of attributes without missing values is 
obs i miss 

the set of missing values in M// 

4. Let Δi be the mean of Xmiss 

Replace all the missing elements of 

Mi with Δi 

5. end 

6. Let X =r ,r ,...,r 
imp 1    2 n 

// where Ximp be the approximately imputed data set of M ; r1 ,r2 ,...,rn are the m rows of 

the data set M.// 

7. for j=1:n 

8. δ  dist(X ,r ) 
imp     j 

9. J  find(M,Δ(δ)) 

// where δ is the distance matrix J is the index of elements which are having distance 

higher than mean Δ(δ) .// 

10. for k=1:n 

11. if Ximp (m,n) is originally a missing element 

12. begin 

13. Let Δj be the mean of elements Ximp (J,n) 

14. r (k)  Δ 
j j 

15. end 

16. end 

17. end 

18 Ximp  Imputed Data Set 

 

The MIPOA imputation algorithm was utilised instead of the mean imputation technique to 

determine the imputation of the missing values of certain attributes after each missing 

element was imputed. 

 
3. MULTIPLE IMPUTATION–PENALIZED OPTIMIZATION ALGORITHM 

(MIPOA) 

A (X1 ,X2 ,....,Xn ) random sample is taken from the distribution f(X|Θ) , which Θ is 

represented by the vector of parameters, X =(Xobs ,Xmis ),i=1,2,...,n and Xobs is the observed 

and Xmis missing data, respectively. 

i i i i 
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1 n 

i i 

n 

obs * 

→ 

obs * mis obs n 

* 

n obs 
→ 

mis 

(t+1)  1 n →  
(14) 

Let X =(X ,X ,........,X ) Xobs =(Xobs ,Xobs ,....,Xobs ) and Xmis =(Xmis ,Xmis ,...,Xmis )to 
i 1 2 n i 1 2 n i 1 2 n 

As a way to underline how much a dimension depends on the sample size, we also write Θ 

and Θ identify by Θ(t) the estimate of Θ that is derived during the iteration of the MIPOA method, 
n n 

which we call. The MIPOA approach operates by iterating back and forth between the imputation 

MI- and post-imputation PO phases. 

MI Step: Let m denote the number of imputations. Impute the sample m times by chained 

equations. For each imputation draw Xmis from the predictive distribution h(Xmis|Xobs ) , Θ(0) 

given Xobs 

i 

and the current estimate Θ(t) . 

i i n 

 
 

  

a. PO Step:Using pseudo-complete data X=Xobs ,Xmis , determine an updated estimate that 

contributes to the formation of a consistent estimate of 

b. 

c. Θ(t) =arg max E log f x
→ 
 (12) 

 
where 

* 
Θ Θ(t)    Θ 

E log f 
 

 

x
→ 
 =   log f X 

→
  ,  

(t) 
→ 

,Θ 
Θ(t)  Θ    obs 

,X
mis|Θ f Xobs|Θ* 

h(Xmis|Xobs ,Θn )dXobs|dXmis|Θ * 

denotes the true value of the parameters and f X |Θ 


The marginal density function of Xobs is denoted by the symbol When performing the RO step, it is 

necessary  to  discover  the  minimizer  of  the  Kullback–Leibler  divergence  from  f Xobs ,Xmis|Θ  the → 
(t) 

joint  density f X |Θ h(X |X ,Θ ) . Used as Θ unknown and estimated using 
* 

objective function called log-likelihood function. 
 

 i=1 
log f X1 

 

,Xi |Θ/n (13) 

A regularisation term is included in the parameters to account for the high-dimensional 

scenario, in which the number of parameters can be much greater than the sample size, i.e, 

when the number of parameters is significantly greater than the sample size.we propose to 

estimate Θ(t) the parameters using a larger sample size than is available. 

 

Θn.p   =argmax  logf Xobs ,Xmis|Θ -Pτ Θ
Θ  n i=1 

→ 
→ 

(t) Θ 

Where Xmis are drawn from 

regularization parameter. 

h(Xmis|Xobs ,Θn ),Pτ   denote the penalty function and τ denote 

n 

→ 
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4. Results and Evaluations. 

4.1. The Evaluation Criterion 

4.1.1. Mean Absolute Error (MAE) and RMSE (Root Mean Square Error) 

Among the different data imputation procedures in which the characteristics are quantitative, 

the mean absolute error (MAE) and the root mean square error (RMSE) are typically used in 

evaluating the predictive capacity, and both are widely recognized.For the purpose of 

simplicity, let us assume that we already have samples of model errors calculated in the 

manner described as (ei ;i=1,2,...,n) .No consideration is given to the uncertainties introduced 

by observational errors or the approach used to compare the model and data in this study. We 

also make the assumption that the error sample set is impartial. The root mean square error 

(RMSE) and the mean absolute error (MAE) for the data set are calculated as follows: 

MAE= 
1 


n     
e RMSE= 

 
(15) 

n i=1  i 

The accuracy of classification is used to evaluate the performance of categorical attribute 

algorithms in terms of their overall performance. 

4.1.2. Classification Accuracy (CA) 

In order to evaluate the performance of categorical attribute algorithms, the classification 

accuracy (CA) must be met or exceeded 

 

CA = 
1 n 

 

n i=1 
l(ECi , TCi ) (16) 

In the case of a missing value, where ECi and TCi are the estimated and true class labels, 

respectively, with representing the total number of ith missing values. 

 
4.2. Experimental Evaluation 

Data that is multivariate and has established mixing distributions can be used to test our 

hypotheses, allowing us to compare the performance of different methods. Data can be 

generated from a Gaussian mixture with a predetermined overlap between the distributions, 

as demonstrated in this study. It is possible to modify a dataset's clustering difficulty by 

manipulating this pair wise overlap, which is the sum of two incorrect classification 

probabilities. The overlap between the ith
 and jth component can be defined as 

 

 

 
When an observation 

γ
ij 

=γ
i j 

+γ
j i 

γ is misclassified to a X to the ith
 cluster, what is the likelihood that it 

is actually a jth component. 
 

γij =Pr*πjф(X,μj ,Σj )<πjф(X,μi ,Σi )|X:Np (μj ,Σj )+ 

 
Random sampling was used to produce missing data from a uniform distribution, and the 

percentages of missing data were 10%, 20%, 30%, 40%, and 50%. 

1 n 

n 
i=1 

e 2 

i 
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(a) 

(b) 

Figure 2 Cluster Detection Accuracy with (a) γ=0.001 (b) γ=0.015 

 
In the presence of MCAR missing values, three methods (Complete Case (CC), Multiple 

Imputation (MI), and the suggested method Multiple Imputation–Penalized Optimization 

Algorithm (MIPOA)) were examined for their capacity to properly determine the number of 

components of the data.A preliminary simulation with 300 data sets with significant overlap 

γ=0.001 as well separated cluster, γ=0.015 ,average separated cluster, γ=0.05 clusters with 

substantial overlap was done and it was found that the overlap measure had an immense 

impact.There is a general decrease in detection ability as the number of missing people 

increases, as predicted. In the initial simulations, we found that the overlap had a large 

impact, and now we can see that dimensionality has a significant impact as well.Now, the 

method MIPOA is applied on Statlog data, then total 15 iterations applied to set of clusters 

and results showed that proposed MIPOA is better than existing algorithms in terms of 

RMSE. Especially, proposed method linearly decreases error rate with the extension on 

number of imputations. Fig 3 shows that this method outperforms KNN Imputation with 
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Mutual Information (KNNIMI) by 7 percent and performs marginally better than the 

Clustering-based Multiple Imputation (CMI) method. 

Figure3. Influence ofRMSE on(a) No.of Imputations(b) Number of Clusters on Statlog 

Data 

 

In view of clustering principles, the relation among RMSE and clusters in cluster- based 

imputation techniques is shown in In Fig 3 from these plots, it is discussed that the complete 

data to be organized into total 10 clusters and tested performance, where RMSE produced to 

be minimum (i.e., 0.134) using proposed MI method MIPOA. In case of,KNNIMI the lower 

RMSE = 0.141 produced at cluster 7. Similarly, in CMI, RMSE to be 0.139 with 4 

clusters.MIPOA produced least RMSE value than CMI and KNNIMI and results shownin Fig 

3. 

 
As the number of iterations before convergence emerges increases, it is clear that the 

cluster-based imputation methods used in this work yielded improved CA, as seen in Fig 

4.Meanwhile, MIPOA achieved the best accuracy compared to other two techniques. The 

number of iterations increased, the accuracy raised and mention in the range of 0.83 to 0.88. 

In addition, 

Figure 4. The CA influenced on (a) No.of Imputations (b) Number of Clusters on Liver 

Disorder Data. 
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Also, at cluster 8 proposed method produced better CA value 0.872 compared to and results 

shown in Fig4.Generally, KNNIMI and CMI proved to be inaccurate compared to MIPOA 

with the optimal number of clusters and iterations, respectively.Thyroid disease data set 

includes 7200 cases and 21 attributes. To test the performance of the missing analysis, the 

study focused on a missing component in artificial data with different missing reports, which 

are 10%, 20%, 30%, 40% and 50% associated with different missing mechanisms mentioned 

like MAR, and MCAR. The performance analysis of cluster-based imputation methods with a 

measure of the RMSE on Thyroid disease data set is shown in Fig 5. Fig 5 shows that 

MIPOA gives better results than other standard approaches including Regularized Multiple 

Imputation, Multiple Imputation, Hot-Deck Imputation, and Mean Imputation and in the 

absence of two mechanisms MCAR and MAR over the data set. 
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Figure 5. The RMSE and MAE in Thyroid Data for (a)MCAR (b) MAR 

 
It is observed from the results, raising the RMSE values with impact on high missing 

proportion. Although, it is known from the study the RMSE yields maximum in case of 

MCAR compared to the MAR. The result , from the variation of missing proportion 10% to 

50% , it is observed that error value derived low with range 1.00 to 2.20 in case of the 

MIPOA compared to single imputations(i.e, Mean and Hot Deck) with range 2.00 to 8.25 and 

Multiple Imputations(i.e, MI and Regularized MI) in range 1.25 to 7.5. The study also tested 

imputation techniques performance with MAE on Statlog data with MAR and MCAR 

mechanisms. From the figure (6), it is shown MAE yields maximum in case of MAR 

compared to the MCAR. The proportion of missingness 10% to 50% , results MAE value 

low with range 0.12 to 1.00 in case of the MIPOAcompared to single imputations(i.e, Mean 

and Hot Deck) with range 0.18 to 5.85 and Multiple Imputations(i.e, MI, and Regularized 

MI) in range 1.00 to 5.00. Then study focused on analyzing the performance of cluster-based 

imputation methods on thyroid diseasewhich is shown in Fig6. Also, it is mentioned that the 

proposed method has generated promising results with respect to the standard single and 

multiple imputations. In addition, it is the opinion of the phenomenon suggested that the 

performance classification accuracy (CA) deteriorates as of improvement over the missing 

proportion. From the results of the study, found that in the MCAR proposed method produces 

a 90% accuracy as compared to standard single and multiple imputation methods (i.e., 72% in 
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single imputations 83% in MI).Then in MAR, an accuracy of 80% resulted in the proposed 

method and whereas in the single imputation methods (i.e., Mean and Hot Deck) it is 66% 

and in MI(i.e., MI and Regularized MI) it IS 84%. 

 

Figure 6. Classification Accuracy in Thyroid Data for (a)MCAR (b) MAR 

 
5. CONCLUSION 

Using missing data processing approaches, this work offers clustering-based imputation by 

splitting original data into two no overlapping subsets: missing-valued subsets and complete- 

valued subsets.The iterative imputation approach is paired with the identified groups after 

each missing value is incorporated into the nearest cluster using a gray relational analysis- 

based distance measure.Experiment results show that MIPOA surpasses the existing single 

and multiple imputation approaches in the field of thyroid disease. Continuous and discrete 

missing attribute RMSEs and MAEs were measured at various missing ratios. CAs were 

measured for discrete missing attributes.The effects of iteration times on the RMSE, MAE, 

and CA show that MIPOA converges faster and with better accuracy in the real application 

setting than other iterative imputation techniques. The MNAR Mechanism will be used to 

estimate and impute missing data in the future, and this will be the focus of future study. 
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