IVMCT: Image Visualization based Multiclass Malware Classification using Transfer Learning
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Abstract
Computer systems have made it possible to transfer human life from the real world to virtual reality. This process has been accelerated by the Covid-19 virus. Cybercriminals have also switched from a real-life to a virtual one. Online, committing a crime is far easier than in real life. Cybercriminals often use malicious software (malware), to launch cyber-attacks. Apart from this polymorphic and metamorphic malware are used that use obfuscation techniques to create new malware variants. To effectively battle new malware types, you’ll need to employ creative approaches that depart from the conventional. Traditionally signature-based techniques are used with machine learning algorithms to detect malware that is unable to catch its variants. Deep learning (DL), which differs from typical machine learning methods, might be a potential approach to the challenge of identifying all varieties of malware. In the present study, an IVMCT framework is introduced which classifies malware using transfer learning. For this purpose, the MalImg dataset is used which is based on grayscale images converted from binaries of malware. The comparison of IVMCT is done with existing techniques which shows that our technique is better than existing techniques.
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1. Introduction
Malware is software and code that can cause damage to systems. There are many kinds of malware today that aim to infect all information systems. It is crucial to be able to recognize them and avoid them to reduce the risk. There are several types of malware: trojans, worms, spyware and ransomware. Kaspersky has reported a dramatic increase in malware infections in recent years. In 2020, Kaspersky experienced 666,809,967 attacks worldwide. Also, according to Kaspersky 549,301 attacks were only ransomware [1]. This huge number of attacks makes everyone concerned about the security of data. Malware detection has become an important field of research. Malware detection/classification is a critical stage. Mainly malware analysis is done statically and dynamically[2]. Static analysis allows you to identify malware signatures without actually running malicious code. Although this method is relatively inexpensive, it can be very difficult to analyze malware that uses polymorphism or obfuscation packaging. Dynamic analysis refers to the execution and evaluation of malware behavior. Malware is executed in a controlled environment, such as sandboxes and virtual Computers[3], to guard against an attack.
The phrase “deep learning” refers to the techniques used to learn in multi-layer networks[4]. If more than 2 layers are added to the neural network it is converted into a deep neural network. These networks have gained great popularity recently. Well, there are two basic reasons behind this: (1) the amount of computing power required to train this network and (2) the problem of vanishing gradients. Deep learning’s effectiveness is largely due to the inadequacy of a manually designed feature extractor. Deep learning methods can automatically extract the characteristics or representations needed for classification from raw data[5]. To put it in other words, the feature extractor is created by the algorithm. These feature extractors minimize resources, are less likely to make mistakes, and, most importantly, can extract specific high-dimensional qualities that humans cannot envisage[6].

A visualization approach is also useful for malware classification. Malware visualization has been utilized in recent research to categorize malicious software [5]. This method analyzes every file in the malware executable. In the case of visualization, binaries of malware are arranged into bytes then is converted into an image[7]. A specific pattern is observed in each malware family which can be helpful in training. The training classification might be applied once the malware image has been visualized, utilizing the texture characteristics from the malware image. In image classification, convolutional neural networks (CNNs), one of the most well-known neural network models, are utilized. The input image is transformed to a pixel array first. To generate a predicted output, several layers of convolutional processing are applied to the image. The use of well-illustrated datasets is required to train the CNN model [8]. The CNNs’ knowledge can be used to improve the detection and classification of malware [9].

The organization of the paper is as followed by the introduction section 2 contains a literature survey in which work done by various authors for malware classification is explained. Then MalImg dataset is briefly explained in Section 3 after the proposed architecture of IVMCT is explained in section 4 which is followed by the result section. Finally, a conclusion and future scope are given to conclude the paper.

2 Literature Survey

Rezende et al. [10] used ResNet-50 to develop a neural network design that included transfer learning. They used RGB images with a dimension 224 and 224 respectively, with 10 folds. They used the Glorot uniform approach. After 750 training sessions, the model was accurate to 98.62%. GIST tools were used with kNN, where k = 4, to obtain a precision of 97.48%. Additionally, bottleneck features were employed to achieve 98.0% accuracy. Gibert et al. [11] To create a file-agnostic deep learning scheme to detect patterns in visuals of malware binaries. The proposed scheme uses patterns to identify malicious software and allows it to be classified in a live environment. The malware visualization process could include other features, beyond patterns. Vasan et al. [12] proposed another combination of CNN models. In this case, the authors have used ResNet50 to extract features. In the CNN architecture ensemble, SoftMax and Multiclass SVMs were deployed as classifiers. To reduce the dimensionality, a PCA process (principal component assessment) was applied. A fusion process was then used. The authors of [13] looked into an alternative scale of categorization. They turned malicious APK files into colorful graphics in this case. Other approaches, like Long Short-Term Memory [14], can be used in collaboration with CNN. Proposed a technique that implemented an ensemble classification scheme using both the compiled and assembled malware files. Convolutional and recurrent neural networks were used. CNN was utilized to classify the malware image, whereas the LSTM was used to classify harmful software assembly files. The authors of [15] developed a visual malware categorization method based on ANN. The suggested classification approach employed characteristics collected from the Malimg Database to train ANN.
Nataraj et al. [16] used KNN with Euclidean distance to extract GIST texture characteristics from displayed grayscale images and classify malware. For malware classification, their methodology was less computationally expensive than the n-gram method. Han et al. [17] suggested a technique for producing entropy graphs from grayscale images using an automated analysis approach. But their technique lacks in detecting packed malware as patterns were not observable due to high entropy measures. Kancherla et al. [9] used binary images to extract Gabor, intensity, and wavelet characteristics. They used a method that was resistant to code obfuscation.

To achieve better ensembling, Liu et al. [18] suggested a method in which they used the local mean method and lowered the size of an image. Fu et al. [19] used RGB images to display malware and extract global texture and color properties. Local characteristics were also retrieved from the code and data segments. To achieve successful malware categorization, they used a combination of global and local characteristics. Conti et al. [20] integrated various intriguing visualization tools within a hex editor-like interface. The three visuals work together to improve the analysts’ workflow. The 'Byteview' visualization shows a whole file at a single glance, with each byte represented by a pixel. Even though both code bytes and image pixels are in a hexadecimal range from 00 to FF, this is possible. The hex value of the matching byte determines the intensity of each pixel. As a result, pictures produced by comparable code sequences are similar.

Ni, Qian, and Zhang [21] also present a deep learning-based method for classifying malware. For malware categorization, their program uses SimHash and CNN approaches. The program converts malware codes into grayscale pictures using the SimHash technique and then uses CNN to classify their families. Various approaches, such as multi-hash, bilinear interpolation, and major block selection, can be used to increase performance.

Cui et al. [22] offers a strategy for improving model accuracy by combining CNN with the Bat algorithm. Malicious code is converted into grayscale images using the implemented approach. The CNN and Bat techniques are used to classify images. This is done to balance data amongst virus families. This method has one flaw: they only tested it using one assessment criterion. Tobiyama et al. [23] deploy a two-stage deep learning neural network for infection detection. The authors first created an image using the behavioral characteristics derived from the trained recurrent neural network. They employed CNN afterward to categorize the feature images.

Chen et al. [24] investigated the weaknesses of CNN-based malware detectors in depth. The authors offered two ways for attacking malware detectors that had just been created. The authors also performed experiments with a pre-detection system to reject hostile instances, demonstrating its usefulness in enhancing malware detection with accuracy and speed. Omer Aslan et al. [6] offers an optimized framework to help with malware classification. They used a hybrid model by combining two deep neural networks. The framework used by the authors is shown in Figure 2, is divided into four phases namely input, feature collection, training and testing phase. To construct a feature vector, the authors combine two pre-trained models with equal weights. The training procedure was then carried out to acquire a high accuracy rate. The following is a description of each stage: The pre-training procedure begins with the Resnet and Alex Net architectures being trained on the ImageNet dataset [25]. The features obtained from the Resnet and Alex Net designs are then concatenated in the second stage to form a feature vector. The dimensions of this produced vector are 4096. Then fully connected layers were applied to this concatenated feature vector. Finally, utilizing the comprehensive datasets as inputs to the trained model, experimental analysis of the proposed model was done. On the MalImg dataset, they were 97.78 percent accurate.
Muhammad Asam et al [26] selected CNNs, ResNet-18 & DenseNet201 for the DFSMC framework. The hybrid learning capacity of these two customized CNNs has been utilized in the Deep Boosted Feature Space-Based Malware Classification framework (DBFS-MC). The DBFS-MC technique customizes ResNet-18 (and DenseNet-201) as well. They're TL-based, and they've been fine-tuned for our issue space. Deep features from the second layer classification layer are combined to produce a boosted feature set and provide SVM with them. Figure 4 shows an overview of the framework. Figure 3. This scheme uses the deep feature learning capability and discrimination power of SVM. The accuracy achieved using the DBFS-MC framework was 98.61%. Vasan et al. [27] firstly arrange malware binaries into 8bit vectors. Then organized this 8-bit vector into a 2-dimensional array. This two-dimensional array of 8-bit vectors is equivalent to a grayscale image. Afterward, the authors apply a color map on this 2D array so that patterns can become visible. Then they used CNN on this color map image. The authors used the dropout layer and fully connected layer to get an output of malware families of 25 classes. IMCFN has a 98.82% accuracy rate.

3. MalImg Dataset
MalImg data set is firstly introduced by Natraj et. al. [16]. They were the first to convert malware binaries into images. They observed some specific patterns in images. MalImg is made up of 9339 Images and samples don’t require any pre-processing to be applied to the image-based analysis. This dataset includes 25 malware families, which are shown in Figure 1.

![Figure 1: Number of samples in each malware family of MalImg dataset](image)

4. Proposed Work
This section presents a framework for transfer learning for multiclass classification of malware. The proposed work provides a hybrid deep neural network[26]. This section is divided into 2 subsections namely malware visualization and architecture of the model used for this proposed work.

4.1 Malware Visualization
There are many ways to convert malware binary into grayscale images [28]. In the present study, malware executable binary file is converted into a grayscale image. The process of conversion of malware binary into a grayscale image is shown in Figure 2.

As indicated in Figure 2 firstly malware binaries are read as unsigned integers. Then these values are converted into binary values afterward these values are converted into pixel values. Consider we have binary values as
p7, p6, p5, p4, p3, p2, p1, p0 from high significant bit to low significant bit respectively than a transformation of this binary value into pixel value is done using eq (1)[6].

\[
P = p_0 \times 2^0 + p_1 \times 2^1 + p_2 \times 2^2 + p_3 \times 2^3 + p_4 \times 2^4 + p_5 \times 2^5 + p_6 \times 2^6 + p_7 \times 2^7
\]  

(1)[23]

Natraj et al [16] provided the MalImg dataset by using the transformation technique and various malware families generated by using this technique are shown in Figure 3.

Figure 2: Conversion of binary to image

\[
P = p_0 \times 2^0 + p_1 \times 2^1 + p_2 \times 2^2 + p_3 \times 2^3 + p_4 \times 2^4 + p_5 \times 2^5 + p_6 \times 2^6 + p_7 \times 2^7
\]  

(1)[23]

Figure 3: Various Malware families of MalImg Dataset
4.2 Architecture of IVMCT

The classification of malware is a challenging task. We have used a transfer learning-based hybrid model to classify malware. In the aforesaid IVMCT framework, we selected 3 pre-trained models namely ResNet, Alexnet and DenseNet. AlexNet is designed by Alex Krizhevsky et.al. [29] consists of 8 layers. The First 5 layers are convolution layers while the other 3 are dense layers. Dense net -201 connects each layer in a feed-forward manner[26]. The features of previous layers are used as input to the next layer while RestNet -152 was released in 2015[30]. The ResNet models have produced very good results in ImageNet and MS-COCO competition. The ResNet model improves gradient flow and hence provides very deeper training. The architecture of the framework used for IVMCT is shown in Figure 4. We have used transfer learning. Transfer learning is predominantly used these days. As deep learning needs a cluster of computers, a large amount of training data and is a lot of time-consuming transfer learning can solve these issues. As transfer learning uses pre-trained models these models can be extended to other applications also. The pre-trained models are trained in some domains and weights of models are adjusted accordingly these models are extended in other domains as well with fewer number resources and time is also consumed less. We have used 3 pre-trained models namely Alex Net, ResNet-152 and Dense Net-201. These models are chosen wisely and feature-based transfer learning is used to combine features of these models. Afterward, fully connected layers are used and the softmax activation function is used during the final output.

![Diagram of Architecture of IVMCT](image.png)

**Figure 4: Architecture of IVMCT**

5. Results

The implementation of the present work is done in the MalImg dataset. The dataset consists of 9339 malware samples from 25 malware families[16]. The accuracy achieved by various researchers and our work are listed in Table 1.
Table 1: Comparison of MalImg dataset with existing techniques.

<table>
<thead>
<tr>
<th>Technique name</th>
<th>Accuracy in %age</th>
</tr>
</thead>
<tbody>
<tr>
<td>OmerAslan et al</td>
<td>97.78</td>
</tr>
<tr>
<td>DBFS-MC framework</td>
<td>98.61</td>
</tr>
<tr>
<td>IMCFN</td>
<td>98.82</td>
</tr>
<tr>
<td>Jeyaprakash et al</td>
<td>98.23</td>
</tr>
<tr>
<td>Hemalatha et al</td>
<td>97.55</td>
</tr>
<tr>
<td>Roseline et al</td>
<td>98.65</td>
</tr>
<tr>
<td>IVMCT</td>
<td>99.12</td>
</tr>
</tbody>
</table>

The graphical representation of Table 1 is provided in Figure 6.

![Graphical representation](image)

Figure 6: Graphical representation of accuracies of IVMCT with existing techniques.

As clearly indicated from Table 1 and Figure 6 IVMCT obtained the highest accuracy as compared to existing techniques.

6. Conclusion

It is always a race between antimalware software and cyber-attackers. Cyber-attackers must be kept under constant pressure. Malware is an attack vector that can be used to access the internet. We have proposed an IVMCT framework for the multi-class classification of malware using transfer learning on the MalImg dataset. Transfer learning outperforms traditional machine-learning techniques. The proposed solution has some advantages which allow malware to detect in a real-time environment. The first advantage is we have used malware binary which is needed to execute. Secondly, conversion of malware binary into a grayscale image is cost-effective. Thirdly, as malware binary is used without execution which is less time-consuming also the time is saved in using pre-trained models. The fourth advantage is our technique has outperformed previously used techniques.
7. Limitations and Future Scope
Despite so many advantages of classifying malware using IVMCT, there is one major limitation of it. As malware image is created from malware binary so it is incapable of detecting zero-day malware or obfuscated malware. As in case of obfuscation, dead code insertion, reordering of code, adding extra jump statements, etc is done. These changes in malware codes cause a change in malware binary so malware image is also changed. While dynamic malware analysis is slower than static and malware image-based techniques, it can still detect obfuscated malicious software. In the future, we would like to execute samples in an isolated environment and work on dynamic analysis to detect obfuscated malware as well.
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